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NAND Flash

Host

CXL.mem

▪ byte-granular

▪ synchronous

▪ cache-coherent

Cache hits 

are fast
Synchronous NAND accesses 

can stall CPU cores!

Must choose proper interface to guarantee performance.

But applications should not be burdened with that.
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Performance (or energy) benefit with traditional POSIX read()/write()

Performance never worse than with NVMe

Simple to use, no additional developer effort required

Make hybrid SSDs a drop-in replacement for NVMe SSDs.
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No automatic profiling, files selected manually

TDMs implemented only on the write() path

Transparent to application

Kernel bypass

This is early-stage work.
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Current implementation focuses on kernel bypass functionality.
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Without TDMs, CMM-H is already faster thanks to reduced latencies.
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▪ Hybrid SSDs warrant novel resource management strategies

▪ Transparent DAX Mappings (TDMs)

▪ …put the OS in control of the device’s cache

▪ …avoid synchronous NAND accesses

▪ …enable direct access for high-bandwidth files

▪ …employ lightweight and automatic profiling

▪ …do not require application modifications

▪ Preliminary implementation shows potential of approach

▪ Up to 96% increased throughput in Valkey

▪ Strong persistence becomes cheap

▪ Our work makes the case for a pinning API in hybrid SSDs
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