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Abstract
Suspend is a common operating system feature that puts a
system into a state with minimal power consumption while
it is not being actively used with the aim of being able to
resume to the previous state as quickly as possible. Two com-
mon approaches are suspend-to-memory (e.g., ACPI S3, S0ix)
and suspend-to-disk (e.g., ACPI S4). The former allows for fast
resume times by keeping system memory (i.e., DRAM) alive,
and hence requires some energy to uphold the suspended
state. The latter, in contrast, does not require any energy
while suspended and therefore allows for indefinitely long
sleeps in battery-powered systems, but in turn suffers from
long resume times. In ourwork-in-progress effort, we present
a novel approach to this decades-old problem that combines
the best of both worlds by leveraging upcoming CXL-based
persistent memory technologies (e.g., hybrid SSDs) in an
OS/firmware co-design approach. Specifically, we enable
cooperation between firmware and the OS to shortcut the
startup process when resuming from a powered-off state
and minimize copying effort from non-volatile storage by
mapping memory pages via CXL. Preliminary results show
a 5.8× faster wake-up from a powered-off state vs. S4.

1 Introduction
Common consumer use cases involve computers that are
used only for certain periods during the day, e.g., a laptop
that is only in use during work hours. Keeping the system in
full operation during the remaining time would be a waste
of energy, however, users expect their computer to be ready
to use with only minimal delay when returning. In turn,
several designs for system suspend have been developed in
the past that provide various trade-offs regarding resume
time, energy consumption, and crash resiliency.

Traditionally, ACPI S3 and S4 have been widespread stan-
dardized design concepts for system suspend [19]. S3 is a
suspend-to-memory approach that turns the system off except
for systemmemory. Given that all system state is still present
in memory when resuming, the system is ready again very
soon when desired by the user. However, keeping memory
contents alive requires (in the case of typical DRAM tech-
nology) continuous energy supply, which in turn creates a
risk of data loss for battery-powered systems. S4, in contrast,
realizes the suspend-to-disk idea where all memory contents
are copied to non-volatile storage before powering off the
system. Although this allows resuming the system into the
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previous state from a powered-off state, it requires complet-
ing most of a typical cold boot process before the operating
system can restore memory contents from mass storage.

In recent years, suspend-to-idle (also known as S0ix, mod-
ern standby, or low-power idle) has evolved as a new approach
that can be considered a subtype of suspend-to-memory [11,
16, 19]. While ACPI S3 requires the help of system firmware,
S0ix is a pure operating system-level design that expects the
CPU to enter a low-power state as soon as all cores are idle
and execution is fully halted. In turn, the operating system
can decide to leave peripheral hardware (e.g., NICs) pow-
ered. S0ix therefore aims to be able to wake the system for
notifications or incoming calls while also promising shorter
resume times due to removing firmware from the equation.
Researchers have brought forward several ideas around

system suspend, e.g., page priority analysis to improve S4
resume times [9, 15], or suspending to PCRAM [22]. Instant-
on/off approaches that are typically found in consumer ap-
pliances such as smart TVs are related to system suspend,
but also different in central aspects. Typically, they focus on
resuming to a predefined system state (i.e., not an arbitrary
previous one) [13] or degrade runtime performance by fully
exchanging DRAM for a persistent memory technology [14].
In this work, we present a novel design that aims to pro-

vide wake-up times similar to suspend-to-memory, while also
being as energy-efficient as suspend-to-disk. For this goal,
we employ CXL-based hybrid SSD technology that we em-
bed into a co-design approach that includes both system
firmware as well as the operating system. We thereby sig-
nificantly reduce the amount of work that needs to be done
when resuming from a powered-off state in a manner that is
agnostic of specific firmware or OS implementations.

2 Background
CXL is a recent CPU-to-device interconnect standard that
offers, among other new features, byte-granular access to
device-attached memory [7]. Despite being a data center-
focused standard, several stakeholders have voiced an in-
terest for bringing CXL into the consumer space [4, 6, 8].
Based upon CXL, various vendors have announced hybrid
SSD products, e.g., Samsung CMM-H [17] and Wolley NVMe-
over-CXL [18]. Unlike traditional SSDs, which solely expose a
block-granular and asynchronous access interface via NVMe,
hybrid SSDs additionally offer a byte-granular synchronous
interface via the CXL.mem protocol. Various studies have
explored the design space and possible use cases for hybrid
SSDs [3, 5, 12, 21].
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3 Design
Our approach encompasses several novel design aspects that
form a suspend mode that aims to bring together three, pre-
viously contradicting, design goals: fast resume times, zero
power consumption in suspended state, and near-zero run-
time performance impact. We will describe our system sus-
pend design by iterating over the high-level steps performed
during suspend and resume. Generally, we assume the pres-
ence of a hybrid SSD as described in the previous section.

First, the suspend process in our design starts off in a sim-
ilar fashion to an S3 suspend. The operating system freezes
all processes and stores important peripheral hardware state
into system memory. However, unlike during S3, we then
migrate all user space memory pages to the hybrid SSD. Mi-
grating in this context encompasses not only the process of
copying page contents, but also incurs modifying the page ta-
bles to make all pages point directly to the hybrid SSD. After
completing OS-level suspend preparations, control is handed
over to the firmware (i.e., on x86, a System Management In-
terrupt (SMI) is triggered to enter System Management Mode
(SMM) [10]). Firmware then copies the OS kernel’s memory
to the hybrid SSD. Doing this in firmware ensures that the
kernel memory is precisely in the same state it would be
in during an S3 suspend process at the moment of giving
up control. Now that all memory contents are preserved on
non-volatile storage, firmware powers off the system.
On resume (i.e., when powering on the system), the spe-

cific preparations done while entering suspend allow tak-
ing several shortcuts to bring the system into a ready state.
Notably, within firmware, our design can take an S3-like
initialization path where peripheral hardware initialization
is skipped and only CPU silicon initialization needs to be
performed. To this end, firmware establishes a minimal CXL
link and then copies back kernel memory from the hybrid
SSD device into system memory. At this point, the system is
already in the same state it was in before suspending from an
OS perspective. An S4 resume would, in contrast, require to
fully initialize peripheral hardware as well as the respective
EFI drivers before control can be handed over to a bootloader
and then, the operating system. Our design then jumps back
to the operating system’s S3 resume vector and the kernel
can perform its typical resume duties. After that, the system
is directly usable from an end user’s point of view as user
space processes can operate immediately as all their virtual
memory pages point to the hybrid SSD. If we were to use
NVMe instead of CXL, a substantial amount of page faults
along with asynchronous page copies would be incurred,
which would arguably slow down the system to the point of
being unusable from an end user’s perspective. Operating
processes from the hybrid SSD, however, has a performance
impact compared to operation in main memory. We there-
fore propose migrating pages back to system memory in
an asynchronous fashion in a background kernel worker.
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Our Prototype
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Figure 1. Resume time from power button press to Linux
HDMI video output (seconds).

This migration must be performed carefully to ensure that
no user-perceivable system lag is created by competing for
bandwidth with actively running processes, while also mini-
mizing the time taken until all memory is restored.

We add a 1MiB shared memory buffer for implementation-
agnostic communication between the operating system and
firmware to enable their cooperation. Based on this close
cooperation scheme, we expect our design to allow an in-
teractive system to resume from non-volatile storage to a
usable state with only minimally larger delay compared to
an S3 implementation.

4 Evaluation
We implement a prototype of our design in Linux 6.9 and
coreboot 24.05 [1] on a mainboard equipped with a CXL-
capable Intel Xeon Silver 4410Y and 16 GB DDR5 memory.
As hybrid SSDs are not yet commercially available, we resort
to an FPGA-based CXL memory expander for our prototype.

Figure 1 shows preliminary results. We evaluate the time
it takes the system to resume from the moment the power
button is pressed until there is video output via HDMI from a
GUI environment running on Linux, i.e., the user-perceived
resume delay. Our prototype is able to resume the system
within 11.2 s, whereas an S4 resume takes 65.4 s. In the plot,
platform delay denotes the time between power-on and first
x86 code execution within firmware, romstage and ramstage
form the time spent in coreboot, and edk2 [2] is the EFI
DXE [20] firmware component. As we are currently working
on firmware-level support for S3 and suspend-to-idle on this
system, a direct comparison is unfortunately not yet possible
at the time of writing. However, we expect a S3 resume to be
merely 4.2 % faster than our prototype as our only additional
overhead is the kernel copy process (472ms, 1.5GiB).
We plan to evaluate energy efficiency, runtime perfor-

mance and interactivity impact, as well as potential data
center use cases in the future.

5 Conclusion
We have presented the first design approach for system sus-
pend that achieves the combination of zero power consump-
tion while suspended, short wake-up times, and nearly unaf-
fected runtime performance. An early prototype implemen-
tation of our design resumes 5.8× faster than S4.
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