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Abstract

SCALABLE SOURCE ROUTING is a novel routing ap-
proach for large unstructured networks, for exam-
ple hybrid mobile ad hoc networks (MANETS), mesh
networks, or sensor-actuator networks. It is espe-
cially suited for organically growing networks of many
resource-limited mobile devices supported by a few
fixed-wired nodes. SCALABLE SOURCE ROUTING is
a full-fledged routing protocol that directly provides the
semantics of a structured peer-to-peer overlay. Hence,
it can serve as an efficient basis for fully decentralized
applications on mobile devices.

SCALABLE SOURCE ROUTING combines source
routing in the physical network with Chord-like routing
in the virtual ring formed by the address space. Message
forwarding greedily decreases the distance in the virtual
ring while preferring physically short paths.

Unlike previous approaches, scalability is achieved
without imposing artificial hierarchies or assigning
location-dependent addresses. SCALABLE SOURCE
ROUTING enables any-to-any communication in a flat
address space without maintaining any-to-any routes.
Each node proactively discovers its virtual vicinity us-
ing an iterative process. Additionally, it passively
caches a limited amount of additional paths.

By means of extensive simulation, we show that
SCALABLE SOURCE ROUTING is resource-efficient
and scalable well beyond 10,000 nodes. A MIPS-
Linux version demonstrating the real-world feasibility
of SCALABLE SOURCE ROUTING is available.

*Supported by Deutsche Forschungsgemeinschaft under grant
FU448-1.

1 Introduction

The complexity of planning and managing distributed
systems quickly rises with their size and often requires
experts. Nonetheless, an increasing number of con-
sumer products are being sold with networking capa-
bilities, be it wired or wireless. Networks installed by
consumers should require as little planning and manage-
ment as possible, or be completely self-organizing. The
same requirements apply to disaster recovery scenarios
where rapid deployment of a backup communication in-
frastructure is needed.

We consider a scenario where consumers incremen-
tally create a network of electronic appliances such as
portable computers, consumer electronics, embedded
controllers, and so forth. The multi-hop network mixes
wired and wireless links, as well as fixed and mobile de-
vices. Most devices in such networks are highly avail-
able, while others may have volatile connectivity and be
prone to failure. For example, the user could program
lighting, air conditioning, and security systems using a
portable computer. The network enables automation in
and across buildings without a structured and managed
infrastructure.

A basic functional requirement in a multi-hop com-
puter network is routing. Although ad hoc networks
have been extensively researched, and many ad hoc
routing protocols have been developed, they are still
limited to a few hundred nodes. Furthermore, dis-
tributed applications need basic services such as nam-
ing and service directories. As a result of their self-
organization property, structured peer-to-peer (P2P)
overlays such as Chord [35] or Pastry [34] are an attrac-
tive choice for the implementation of these basic ser-
vices. However, running a P2P protocol on top of an ad
hoc routing protocol incurs a high cost.

SCALABLE SOURCE ROUTING is an integrated so-
lution to both problems. It creates a Chord-like, ring-



structured P2P network at the network layer. Thereby,
SCALABLE SOURCE ROUTING efficiently provides
network-layer connectivity, and at the same time the
indirect routing primitive of a structured P2P network.
In this paper, we demonstrate the feasibility and scal-
ability of SCALABLE SOURCE ROUTING in the sce-
nario outlined above. Compared to the standard ad
hoc routing protocols AODV and DSR, SCALABLE
SOURCE ROUTING delivers a substantially larger frac-
tion of packets at a lower cost. SCALABLE SOURCE
ROUTING can cope with low levels of network mobility
and with moderate node failure rates.

The remainder of this paper is structured as fol-
lows: The next section gives an overview of SCAL-
ABLE SOURCE ROUTING. Its performance is evaluated
in Section 3, and Section 4 discusses work related to
SCALABLE SOURCE ROUTING. Finally, Section 5 con-
cludes the paper.

2 SCALABLE SOURCE ROUTING
Overview

In this section we give an overview of SCALABLE
SOURCE ROUTING. We first describe the basics of
indirect routing and then briefly explain SCALABLE
SOURCE ROUTING’s design.

2.1 Indirect Routing

Indirect routing decouples packet addresses from the
network nodes. Nodes send packets to abstract destina-
tions that the routing protocol maps to a concrete node.
This level of indirection enables data-centric communi-
cation where packet addresses identify data objects in-
stead of nodes.

Structured P2P networks like Chord enable indirect
routing through an overlay at the application layer. The
protocols assume a network-layer routing protocol to
provide connectivity among the overlay nodes.

Chord creates a virtual address space that is coopera-
tively managed by all nodes participating in the overlay
network. A node A manages all data objects whose ad-
dresses fall between A’s address and the address of the
node B whose address is the smallest of all nodes with
addresses larger than A’s. Node B is called A’s succes-
sor and consequently, node A is node B’s predecessor.

For correct routing in the overlay it is both a sufficient
and a necessary condition that each node knows its cor-
rect successor. Thus, the structure of the overlay is a
ring that is formed by the nodes and their pointers to the
respective successors. Nodes route packets by forward-
ing them in increasing direction of the address space un-
til the distance between the address of the current node
and the address of the data object cannot be minimized

any further. If the network is inconsistent—i.e., if some
nodes do not know their correct successors—requests
for data objects may get delivered to nodes that have no
knowledge of the requested objects.

Besides the successor, nodes store the addresses of
O(logn) additional nodes at exponentially spaced dis-
tances to reduce the average request path length from
O(n) to O(logn), where n is the size of the network.
By choosing physically close nodes for the additional
state, the total physical lookup path length is a constant
factor longer than the shortest possible length [14].

2.2 Overview of the Design

SCALABLE SOURCE ROUTING provides indirect rout-
ing at the network layer. To this end, it integrates source
routing with Chord-like routing in an address space that
has the structure of a virtual ring. Nodes have self-
assigned addresses that we assume to be unique and
preferably uniformly distributed.

In contrast to well-known link-state and distance-
vector routing protocols, SCALABLE SOURCE ROUT-
ING does not maintain state information for all destina-
tions in the network. A node’s forwarding database is
comprised of the node’s physical neighbors, the node’s
virtual predecessor and successor, and opportunistically
cached information. The protocol acquires the routes
to the predecessor and successor nodes through a sim-
ple iterative process that we describe in Section 2.4.
SCALABLE SOURCE ROUTING trades off shortest paths
for a reduced amount of state information and therefore
less maintenance overhead. Depending on the scenario,
paths on average are 20%—200% longer than the shortest
paths.

The protocol maintains its forwarding database as a
route cache. This cache stores source routes using a
least-recently-used (LRU) policy (see Section 2.5). It
locks the routes to a node’s virtual predecessor and
successor and thereby avoids flushing them. The next
section explains how SCALABLE SOURCE ROUTING
routes packets on the basis of the forwarding database.

2.3 Packet Forwarding

SCALABLE SOURCE ROUTING uses two distance met-
rics for making its forwarding decisions. The physical
distance of two nodes A and B is measured in hops, that
is the length of a source route between A and B. The
virtual distance of two nodes is the absolute value of the
numerical difference between the nodes’ addresses.
Fig. 1 shows a description of SCALABLE SOURCE
ROUTING’s packet forwarding in pseudocode. Data
packets contain a source address, a destination address,
and a source route. The included source route does not
have to span the entire path from the packet source to
the packet destination. The route() function forwards a



/I At i: get route to next intermediate node towards dest. d
i.get_route_to_next_intermediate_node(d)
if (7 =d ) return NULL; // destination is reached
// retrieve nodes that reduce the virtual distance to d
c1 = {j € i.route_cacheldvirt(j,d) < dvirt(i,d)};
// determine smallest physical distance to retrieved nodes
dmin = min{d_phys(i,j)|j € a1 };
// retrieve nodes with the smallest physical distance from ¢
c2 = {j € c1ld_phys(i,j) = dmin};
// choose node k from co to minimize the virt. distance to d
k = argminje., dvirt(j, d);
return get_route(k,i.route_cache); // get route to k from cache

<.

.route(p) // route and forward packet p
/ get next hop in the packet’s source route
n = get_next_hop( p.source_route );
// has the source route been completely traversed?
if(n=NULL )
/I yes, so get a route to the next virtual hop
r = get_route_to_next_intermediate_node( p.destination );
// append it to the packet’s source route
p.source_route = append( p.source_route, r);
/I get the next hop of the new source route
n = get_next_hop( p.source_route );
/I could we find a route to forward the packet?
if(n=NULL )
/I packet reached its dest., deliver to higher layers
deliver(p)
return;
/I ... the source route ends at a node # 4
send(n, p); I/ forward packet to the next physical hop

Figure 1: Pseudocode of packet forwarding in SCAL-
ABLE SOURCE ROUTING

packet until the included source route ends. If the in-
tended destination has not been reached thereafter, the
last node in the source route tries to append a source
route from its local cache. Again, the appended path
need not end at the packet’s destination, but at a node
virtually closer to the final destination.

The get_route_to_closest_node() function also con-
siders physical node proximity in its selection of the
next virtual hop. In particular, if a node with address
I, does not have a source route to the packet’s destina-
tion D in its cache, it selects an intermediate destination
I5 from its cache, so that I is virtually closer to D than
I,. Typically, several such nodes exist. If so, I; selects
the one that is physically closest to ;. If more than one
of these nodes exist, the protocol chooses the virtually
closest to D.

For example, in Figure 2, node 1 wants to send a
packet to node 42. The packet is first forwarded to node
17 because that node is physically closest to node 1.
Node 17 is preferred over node 13 since 17 is virtually
closer to 42 than 13 is. For the same reasons, node 17

Figure 2: Illustration of the routing process

forwards the packet to node 32. Node 32 forwards the
packet to its successor, node 39, which in turn forwards
the packet its successor that coincides with the destina-
tion, node 42.

As a result of the indirectness of routing, a packet is
delivered to the node whose address is virtually closest
to the destination address D. If D identifies an existing
node, the packet arrives at D.

2.4 State Maintenance

SCALABLE SOURCE ROUTING guarantees consistent
routing if and only if all nodes have valid source routes
to their respective virtual neighbors, that is its predeces-
sor and successor in the address ring. A node acquires
source routes to its virtual neighbors through an iterative
process. As a prerequisite for this process, the nodes
need to have information about their physical neighbor-
hood. They gather this information from the periodic
sending of “hello” beacons. The information is stored
in a node’s route cache and is locked, so that it is not
discarded by the LRU strategy. In the following, we
describe the process for discovering a path to a node’s
successor. Fig. 3 shows pseudocode for SCALABLE
SOURCE ROUTING’s state maintenance.

1. A node A selects a successor candidate B from its
cache. In the beginning, B is one of A’s physical
neighbors and unlikely to be the globally correct
successor of A. A sends B a successor notification
message. It can do so since by construction the
cache contains the source routes to all of its address
entries.

2. Let C be the predecessor of B before receiving
the notification message (receive_ notification()).
Upon reception, B checks whether C”s address lies
between that of A and B. In this case, C is a better
successor candidate for A. Otherwise, A is a better
successor candidate for C. In both cases, B sends
update messages to A and C' and inserts the source
route from the notification message into its cache.



In the trivial case where A = C, only one message
is sent. This message is called an acknowledgment
message (see also receive_acknowledgment()).

The source routes for the update messages are ob-
tained by concatenating B’s source routes to A and

C.

3. Upon reception of an wupdate message
(receive_update()), A has learned the source
route to C', which either is a better successor, or
a potentially better predecessor. In the former
case, A sends a successor notification to C. In
the latter case, A either agrees with C' being its
predecessor or A knows a better successor for
C and accordingly sends either a predecessor
notification or a successor update message.

For example, assume that in Fig. 2 node A = 1
searches its successor. The node among A’s neigh-
bors that is virtually closest to A is B = 13. Further-
more assume that B has a path to its correct predecessor
C = 12. Thus, A sends a successor notification to B
and since A < C' < B, node B sends update messages
to both A and C. As a consequence, A sends its next
successor notification to C. If C knows of a node D
with A < D < C, the process continues.

When joining a network (join()), a node routes a mes-
sage to the node virtually closest to its address through
its physical neighbors. The resulting source route is
used to send an update message to the joining node. If
the network is in a consistent state, the joining node re-
trieves its correct virtual neighbors in this step. Other-
wise, the update message triggers the execution of the
iterative discovery process. Therefore, the iterative pro-
cess is only needed to initially bootstrap a network.

Once started, this process continues until all nodes
have mutually correct virtual neighbors. We have shown
in ref. [9] that the network always converges into this
state within a bounded amount of time, regardless of the
initial state.

Mutual correctness does not imply correctness from a
global viewpoint, but in many cases the resulting net-
work state is consistent. Global inconsistencies that
cannot be locally detected for example occur in dis-
joint rings. To resolve global inconsistencies, all nodes
whose address is larger than the address of their respec-
tive successor have to broadcast their address in the net-
work. In each disjoint ring, there is only one such node.
Since the number of disjoint rings, if any, typically is
small, the broadcasts only amount to a small fraction of
the control bandwidth.

To accelerate network convergence, any node for-
warding notification and update messages can check
their caches to detect inconsistencies, not only the end-
points of the messages.

.join() // join the network
/1 select virtually closest node from physical neighbors

jei.route_cache dovirt(i, j);
send_notification( get_route(i,k) ); // send notification to k

k = arg min

.. receive_notification(route)

=

/I cache route to originator
cache_route(route);
A = route.src;
B=1;
C =i.predecessor;
// is the originator our predecessor?
if(A=0C)
send_acknowledgment( reverse_route(route) );
// is the originator a predecessor of our predecessor?
elseif (A< C < B)
send_update( get_route(A), succ=get_route(C') );
/I (pred = NULL)
send_update( get_route(C'), pred=get_route(A) );
/I (succ = NULL)
/1 is the originator a better predecessor?
elseif(C < A< B)
send_update( get_route(C'), succ=get_route(A) );
send_update( get_route(A), pred=get_route(C') );

.receive_update(route, succ, pred )

<.

/I cache routes
cache_route(route);
cache_route(succ);
cache_route(pred);
// update the successor?
if ( pred = NULL )
send_notification(get_route(succ.dst));
// or update the predecessor?
else if ( succ = NULL )
/1 is the originator a better predecessor?
if (i.predecessor < pred.dst < i)
i.predecessor = pred.dst;
send_notification(get_route(pred.dst));
/1 is the originator a better predecessor for our predecessor?
else
send_update(get_route(pred.dst),
succ = get_route(i.predecessor);

i.receive_acknowledgment(route)

=

/I cache route to originator
cache_route(route);
// update our successor

i.5uUcCcessor = route.src,

Figure 3: Pseudocode of state maintenance in SCAL-
ABLE SOURCE ROUTING

2.5 Route Cache

The protocol maintains its forwarding database as a
route cache that we briefly explain in this section.



A fundamental operation implemented by the route
cache in SCALABLE SOURCE ROUTING is source route
concatenation. While forwarding a packet from its
source to its destination, the intermediate virtual hops
each append route fragments (see Sec. 2.3). In many
cases an appended fragment contains a node that already
is part of the packet’s source route. The source route
therefore is pruned to reduce the resulting path length
to less than the sum of the individual paths’ lengths. In
Fig. 2, the source route from node 1 to node 42 can be
pruned so that the stub path between node 12 and node
39 is not contained in the resulting path.

In practice the intermediate node performing the con-
catenation operation is likely to be cut out in this prun-
ing process. For forwarding, packets therefore not only
contain one source route but also a stub path that con-
nects the most recent intermediate node to the main
source route.

Even when the main route has been reached, the stub
needs to be kept in the packet since route caches have
to be updated when routes break. Assume that a packet
contains a source route which has become invalid, for
example because the next hop failed. In this case, the de-
tecting node sends an update message back to the most
recent intermediate node which can then delete the bro-
ken link from its cache. If the route can be salvaged,
another update will be created to inform that intermedi-
ate node of the new route.

Optionally, updates may be sent during the regular
routing process to inform nodes of the appended route.
Assume I; appended a route to /5 and I» appended a
route to the destination D. Then I5 can ask D to update
17 so that in future I; has a source route to D.

However, upon reception of an update, only the part
between the intermediate node and the destination is en-
tered into the cache, since only that part has just been
traversed by the packet.

Together with the updates indicating broken links,
this allows SCALABLE SOURCE ROUTING to work
without regular probing. When a source route has be-
come invalid, it remains in the cache until it is used and
then causes update messages. As a consequence, SCAL-
ABLE SOURCE ROUTING does not create any control
messages in the absence of payload traffic.

This can force re-bootstrapping of an already de-
ployed network if a network with mobile nodes or node
churn remains idle for a long period. The caches be-
come stale and all virtual neighbor source routes must
be iteratively rebuilt. Thus, depending on the actual net-
work characteristic, it can be beneficial to periodically
probe the virtual neighbors.

3 Evaluation

SCALABLE SOURCE ROUTING provides both, direct
any-to-any routing in unstructured networks, and the
semantics of a structured peer-to-peer overlay. In the
remainder of this section, we report simulation re-
sults measuring SCALABLE SOURCE ROUTING’s per-
formance for routing in MANETSs. In particular, we
compare its performance to that of AODV and DSR us-
ing their GloMoSim [1] implementation as benchmark.

Comparing SCALABLE SOURCE ROUTING’s perfor-
mance to that of state-of-the-art structured peer-to-peer
overlays in MANETSs would for example mean to de-
ploy Chord on top of AODV. Obviously, such an over-
lay approach would increase the delay and network load
while, by construction, the performance of SCALABLE
SOURCE ROUTING would not differ from the pure rout-
ing scenario. We thus restrict this evaluation to the more
informative case of routing alone.

Owing to the scenario of embedded devices, the route
cache size was limited to 255 nodes only, that is, the
union of all nodes in the cached source routes contained
at most 255 distinct nodes.

We simulated networks with 50 — 125,000 nodes,
where the area is increased likewise so that the networks
have a constant density of 50 nodes per square kilome-
ter. With the chosen radio model (see below) this corre-
sponds to 9.8 nodes per radio range disk. With this node
density, there is a high probability for the network to
be connected with potentially a few unconnected nodes
[3, 39]. Other node densities were studied separately
(see below).

It is well known that pure ad-hoc networks are lim-
ited in their capacity [15]. Thus, in most of the sim-
ulations, we equipped 5% of the nodes with additional
1 MBit/s point-to-point links. This models fixed nodes
with a wireline communication infrastructure, for ex-
ample powerline, cable-modem or DSL connections.
Links between these nodes are chosen according to the
Barabasi-Albert model [2], a general model for many
computer networks [26, 7]. This is a so-called preferen-
tial connectivity model that is known to produce a small-
world topology.

Nodes move according to a random direction model
with a maximum node velocity of 1 m/s, the velocity of
a pedestrian. Other maximum velocities were studied
separately (see below).

The traffic model for our simulation is derived from a
scenario where SCALABLE SOURCE ROUTING is used
for a fully decentralized directory service: Every minute
each node sends a 500 byte packet to a randomly se-
lected destination. Other packet sizes were simulated,
too, but found to have little influence on the protocol’s
performance. The results therefore are not reported
here. For bootstrapping, all nodes are switched on with
an empty cache at equally distributed points in time dur-



ing the first minute of the simulation.

If not otherwise stated, each simulation run spans one
hour of simulated time. During the run, we measure
the delivery rate, the end-to-end delay for the delivered
packets, and the network load created by the payload,
overhead, and control messages. The plotted values are
averages of one-minute intervals, or, in case of time se-
ries, averages of 10 simulation runs. For the analysis of
the runs, we delete an initial transient period of 10 min
to allow the network to settle. Additional simulations
compare the route stretch, which is the average ratio of
the achieved path length to the shortest path length, and
the traffic distribution.

3.1 Radio- and Link-Layer Model

Packet level simulations of large networks are difficult
since the detailed simulation of the entire protocol stack
requires sufficiently fast simulation machines. Espe-
cially, we found the GloMoSim IEEE 802.11 model to
be incapable of simulating sufficiently large networks
for our study. Therefore, we resorted to a mixed-mode
simulation that models PHY and MAC with the help of
a fluid model based on experimental results from the lit-
erature:

Kim and others [23] show that PHY and MAC of
IEEE 802.11 wireless LANs can be modeled by a se-
quence of collision, transmission, and idle periods such
that the system’s throughput is a function of the frame
size and the number of nodes M simultaneously at-
tempting to access the medium. Moreover, the authors
found the throughput to be almost independent of M
when RTS/CTS was applied.

He and others [17] show how the throughput depends
on the number of nodes in the transmission range, the
carrier sense range of the sender, and the number of
hidden nodes. In absence of hidden nodes, the entire
throughput of all nodes is independent of the number
of nodes attempting to access the medium [23]. In the
presence of hidden nodes, the throughput drops when
the offered load is increased beyond a certain threshold,
where the extent of this drop depends on the node den-
sity. However, with the chosen node density, the omis-
sion of considering hidden nodes has only a minor effect
[17]. Simulation and measurement results are in accor-
dance with these results [8].

Following these results, we based our PHY and MAC
simulation on a fluid model using the IEEE 802.11 sys-
tem parameters from [23]. The reception power thresh-
old was chosen such that the radio range was 250 m.

3.2 Comparison with AODV and DSR

In the following sections, we compare SCALABLE
SOURCE ROUTING to AODV and DSR with respect to

their scalability and robustness in face of mobility and
node churn.

3.2.1 Varying Network Size

Figs. 4-6 show the results for a pure mobile ad-hoc
network scenario, a hybrid MANET with 1% fixed-
wired nodes, and a hybrid MANET with 5% fixed-wired
nodes. Since the GloMoSim implementations of AODV
and DSR are not optimized for large networks, they fre-
quently broke down in simulations with more than a few
hundred nodes due to internal problems, such as mem-
ory leaks and array overflows. However, since we in-
tended to use GloMoSim as a widely accepted bench-
mark, we refrained from more than basic modifications
of the simulation code. Hence, we included those runs
that simulated at least 20 minutes, but could not acquire
AODV and DSR results for even larger networks.
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Nevertheless, the results already show that SCAL-
ABLE SOURCE ROUTING is capable of routing a large
fraction of the packets in large networks, while AODV
and DSR are not. In the pure MANET scenario, in-
creasing the network size up to 600 nodes does not have
an effect on the delivery ratio of SCALABLE SOURCE
ROUTING, which successfully routes about 90% - 95%
of all messages (cf. Fig. 4). AODV and DSR, in con-
trast, have delivery ratios that continuously drop to less
than 50%. In the hybrid MANET scenarios, the deliv-
ery ratios of AODV and DSR are comparable to those
of the pure MANET scenario (cf. Figs. 5 and 6). SCAL-
ABLE SOURCE ROUTING, however, can maintain a high
delivery ratio for much larger networks, namely up to
1200 nodes in the scenario with 1% fixed nodes and up
to more than 12,000 nodes with 5% fixed nodes. (See
below for even larger networks.)

Figs. 4-6 (middle) show the average end-to-end de-
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lays for the three scenarios. Note that the drop in deliv-
ery ratios for SCALABLE SOURCE ROUTING coincides
with a rise in the round trip time. Higher round trip
times indicate contention on the wireless links. Both,
the higher round trip times and the packet loss caused
by overflowing queues in a congested network affect
the ability of SCALABLE SOURCE ROUTING to quickly
adopt to changes in the network. In the pure MANET
case, SCALABLE SOURCE ROUTING can keep the delay
below 400 ms for networks of up to 600 nodes. AODV
and DSR have significantly larger delays. With DSR,
the delays are also erratic, leading to huge error bars.

The reason for the erratic delays is that the distribu-
tion of delays is heavy-tailed. Fig. 7 shows the distribu-
tion of the delays for the 5% fixed nodes scenario and a
total of 612 nodes. While SCALABLE SOURCE ROUT-
ING follows a power-law distribution with a single dis-
tribution parameter, AODV and DSR exhibit a slightly



different behavior: both follow two different distribu-
tions, one for values below about 40 ms and a different
one for the larger delays.

The reason for the two different parameters is that
AODV and DSR need to acquire or produce state in
the network before they can route the actual payload
packet. Thus we can distinguish the case where that
state already exists from the case where the state needs
to be established. In the former case, AODV and DSR
lead to a lower delay than SCALABLE SOURCE ROUT-
ING. In the latter case, they lead to a much higher delay.
The different cases correspond to the different slopes in
the AODV and DSR delay distribution in the double-
logarithmic plot in Fig. 7.

Coming back to the relation of delay and delivery ra-
tios, we see that in all cases SCALABLE SOURCE ROUT-
ING can maintain its high delivery ratio as long as the
delay stays below 500 ms. We also see that the delay in-
creases roughly logarithmically with the network size.
This is caused by the growing path lengths (not shown).
Such a scaling behavior of average node distances is
typical for small-world networks [38, 4].

Besides its high delivery ratio, SCALABLE SOURCE
ROUTING also keeps the network traffic low. Figs. 4-6
(bottom) show the average traffic per node. As can be
best seen in the pure MANET case, in small networks
SCALABLE SOURCE ROUTING produces a similar traf-
fic volume as AODV. DSR achieves slightly lower traf-
fic volumes. In the hybrid cases, however, SCALABLE
SOURCE ROUTING is able to keep the traffic volume
low while the AODV and DSR traffic quickly drive the
network into congestion, presumably because of their
intensive use of flooding.

3.2.2 Varying Node Density

In order to complete the comparison, we have also stud-
ied the effect of varying node densities and maximum
node velocities. Simulations varying the message size
did not yield any particularly remarkable effect and are
thus not reported here. Due to the frequent problems
with the DSR simulation, we compared SCALABLE
SOURCE ROUTING only to AODV.

Fig. 8 shows the delivery rate in a 450 node pure
MANET where the size of the network has been var-
ied to yield node densities between 5 and 22 nodes per
radio disk. As expected, the probability of successful
delivery drops rapidly when the node density falls below
10 nodes since the network partitions [39]. Conversely,
higher node densities show no effects on the delivery ra-
tio. We did however not explore very high node densi-
ties since with our traffic model they would immediately
cause congestion in the network.
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3.2.3 Varying Node Mobility

Figs. 9 show the effects of varying the maximum node
velocity in our 450 node pure MANET model. As can
be seen, SCALABLE SOURCE ROUTING is most effec-
tive at low node velocities. Up to about 1 m/s, the ve-
locity of a pedestrian, the delivery rate can be sustained
at more than 90%. When the node speeds are further in-
creased, the delivery rate significantly drops. For max-
imum node velocities of more than about 2 m/s, SCAL-
ABLE SOURCE ROUTING performs worse than AODV.
The reason is that the proactive aspects of SCALABLE
SOURCE ROUTING cannot cope with the speed of route
changes while the reactive AODV protocol can obtain
routes, albeit at the expense of a high delay. This is
different from the congestion collapse in a large pure
MANET, as can be seen from the comparatively low
delay for SCALABLE SOURCE ROUTING and the low
traffic load (cf. Figs. 9 mid and bottom).

Finally, we have compared the paths lengths pro-
duced by SCALABLE SOURCE ROUTING and AODV to
the shortest paths as they could be produced by an ideal
omniscient routing instance (Fig. 10). As expected,
SCALABLE SOURCE ROUTING does not yield shortest
paths.

Nevertheless, this comparison yields some remark-
able insights, too. Since AODV discovers routes by
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means of flooding, the resulting paths are shortest paths,
or, if repair mechanisms apply, close to shortest paths.
The larger the distance, the higher the probability that
AODV fails to deliver the path. If in the shown sim-
ulation, SCALABLE SOURCE ROUTING would give up
after a maximum of eight hops, the corresponding line
would level with AODV’s line.

3.3 Challenging Scalability:
ping and Churn Resistance

Bootstrap-

So far, we have compared SCALABLE SOURCE ROUT-
ING to AODV and DSR. The simulation results demon-
strated that in large MANETs SCALABLE SOURCE
ROUTING can route any-to-any traffic significantly bet-
ter, provided a few additional fixed-wired links resolve
the general problem of a low scalability bisection band-
width. In this section, we further challenge SCALABLE
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Figure 10: Paths lengths for an 800 node hybrid
MANET with 5% fixed-wired nodes

SOURCE ROUTING . In particular, we evaluate three
important issues: the potential creation of traffic hot
spots, the bootstrapping performance, and SCALABLE
SOURCE ROUTING’s resistance against node churn.
These issues are less significant with protocols like
AODYV and DSR that discover state on demand by flood-
ing. Since SCALABLE SOURCE ROUTING proactively
builds up state in the individual nodes, these questions
are important here.

The iterative process of appending and pruning
source routes might be thought to lead to the traffic fol-
lowing well-worn paths. This would lead to a traffic
concentration at a few hot-spot nodes. To clarify this
question, we measured the traffic distribution over the
nodes for a 9,800 node hybrid MANET with 5% fixed-
wired nodes. Fig. 11 shows rank plots of the traffic dis-
tribution on the nodes, averaged over 10 min at the end
of a run simulating one hour. The lower axis enumer-
ates all nodes with a wireless interface only. The up-
per axis enumerates the nodes that also have additional
fixed-wired interfaces.

The measurement leads to two observations:

1. Nodes with additional fixed-wired connections at-
tract a significantly higher fraction of the entire traffic
than the mobile nodes that only have a wireless inter-
face. This is a favorable feature, since it shows that
SCALABLE SOURCE ROUTING can effectively use the
additional bandwidth provided by the fixed-wired links.

2. Within the two node classes, the traffic is dis-
tributed quite evenly. 80% of the mobile nodes have
traffic loads between 0.533 and 3.995 kBit/s, compared
with 3.632 and 71.239 kBit/s for the fixed-wired nodes.
This was calculated by excluding the top and bottom 10
percentiles. The larger span for fixed-wired nodes is due
to the fact that nodes with many fixed-wired links bear
a higher traffic share. If we break the traffic down to the
individual link, the distribution gets more uniform.

Fig. 12 shows a measurement comparing SCALABLE
SOURCE ROUTING to a shortest path routing algorithm.
We simulated a large backbone with 16,000 fixed-wired
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nodes and compared the frequence of the nodes in the
resulting paths with that of shortest paths. As can be
seen from the figure, SCALABLE SOURCE ROUTING
does not create hot-spots other than those caused by the
actual network topology.

Figs. 13 show the behavior of SCALABLE SOURCE
ROUTING under node churn. The figures show the de-
livery rate, delay and traffic for a 9,800 node hybrid
MANET with 5% fixed-wired nodes and a maximum
node velocity of 1 m/s. Each plotted value is the aver-
age of 10 simulation runs. In addition to the random
direction mobility model, the network was subject to
node churn during the time 0-30 minutes and 60-90
minutes. This means that during these periods, nodes
died according to a Poisson process with half-life times
of 5, 10 and 20 minutes respectively. In order to keep
the total number of nodes constant, nodes were imme-
diately reincarnated, that is they reappeared with a new
address and empty state at a random position in the net-
work. If the respective node was fixed-wired, it became
again fixed-wired with the same degree as the node that
died, but of course the links connected to other nodes.
Thus, unlike the Barabdasi-Albert graph, the resulting
fixed-wire network not necessarily is connected.

The assumption that all nodes are subject to the same
node churn is atypical. In practice, most of the nodes
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will be stable for long periods of time while a few nodes
join the network for a short period of time. In our model,
the life times of the nodes are averaged to be identical.

Fig. 13 (top) shows the delivery rate. For a moderate
node churn rate with a half-life time of 20 min the net-
work converges within 5—10 minutes to a delivery rate
of about 60%. With extremely high churn rates, that is
when the half-life time is only 10 or 5 minutes, the deliv-
ery rate is smaller. But when the churn is switched off,
the network quickly recovers in all cases. After about
10 min, it is back to its normal state with about 95% de-
livery rate.

Close inspection of the first churn period shows that
the delivery rate for the 20 min case peaks at the end of
the bootstrapping process and then slightly and slowly
drops again. The reason is that nodes do not immedi-
ately detect when source routes break. In the beginning,
the nodes are concerned with the discovery of their vir-
tual neighbors anyway. Thus all virtual neighbor routes
are fresh. Once the nodes have found their consistent
state, the control message traffic caused by the neighbor
discovery process drops and route breaks have a higher
chance to be unnoticed for a while.

Fig. 13 (bottom) shows the traffic per node. In the
low and medium churn case, the traffic pattern is iden-
tical within the error bars. Astonishingly at first sight,
the high churn rate case creates less traffic. The rea-
son is that here packets have to be discarded relatively
quickly. Accordingly, the delay for the successfully de-
livered packets is lower than in the medium and high
churn cases (cf. Fig. 13 middle).

Finally, we have made a few simulations with a
125,000 node hybrid MANET to explore the protocol’s
behavior in very large networks. Figs. 14 shows the de-
livery rate (top) and the delay (bottom) for two different
runs with differing line speed on the fixed-wired links.
In the 1 MBit/s case, the network gets congested, as can
be seen from the extremely high delay. In that case, con-
vergence stops at about 80%. If the bandwidth on the
fixed-wired links is increased to 10 MBit/s, the delays
peak at only about 1 sec during the initial convergence
of the virtual ring. Afterwards, they drop to 250 ms and
the delivery rate reaches 90%.

Since SCALABLE SOURCE ROUTING caches routes
that have been created by the iterative process, all but
the first packet of a connection travel on a significantly
shorter path. Figs. 14 (bottom) also shows the delays
for a second packet that is sent to the just discovered
destination.

3.4 Real-World Evaluation

For all new protocols, real-world world experience is
highly desired. Therefore, we implemented SCALABLE
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Figure 13: 9800 node hybrid MANET with churn periods

SOURCE ROUTING in a way that it can run in the sim-
ulator as well as in real systems. This implementa-
tion was ported to general Linux systems. We tested it
on a network of popular embedded MIPS IEEE 802.11
routers. These routers do not only provide the fixed-
wired access for machines running SCALABLE SOURCE
ROUTING, but can also act as a gateway to unmodified
IPv6 hosts.

In all tested cases, SCALABLE SOURCE ROUTING
performed as expected and was able to handle realis-
tic workloads, even when the topology of the network
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changed. After this qualitative evaluation, the next steps
are to scale up our testbed in order to show the scalabil-
ity of our approach not only by simulation but also in
real-world systems.

4 Related Work

Related work can be broadly classified into routing pro-
tocols for self-organizing systems (that is, future archi-
tectures of the Internet, mobile ad hoc networks, and



100 : . ; . . .
90 -
80 -
70 F
60
50 -
40 - ,
30+
20 '

Received [%)]

10 1Mbit/s -

/ 10Mbit/s -------

0 = 1 1 1 1
0 5 10 15 20 25 30
Time [min]
T T T T T
1Mbit/s
10Mbit/s -------

10000 [ First Packet — +

Consecutive Packets

1000 £

\
*,
Sl
. ~+ ++»++$;
% +f++—++++~+f+—+++ =+

Delay [ms]

X
y

XX s ~

100 Ot VR VECEVIVEVEVIPEVES SRV

1 1 1 1 1 1
0 5 10 15 20 25 30
Time [min]

Figure 14: Variation of line speed for fixed-wired links

sensor networks) and protocols for indirect routing in
MANETs.

In the current architecture of the Internet, addresses
are dependent on the physical location of the nodes.
This prohibits users from running long-lived applica-
tion connections while roaming between different sub-
networks. For example, TCP connections break if the
address of an endpoint changes. In addition to that,
since addresses cannot be used to identify nodes, they
also cannot be used to locate a mobile node.

Mobile IP [29] was designed to enable roaming in the
Internet. A mobile node is assigned a permanent home
address by its home agent, that is a router in the mo-
bile node’s home network. When roaming to a different
network, the mobile node temporarily gets assigned a
care-of address by a foreign agent. For packet delivery,
the mobile node is identified by its home address. Pack-
ets are transparently tunneled from the home agent to
the foreign agent. By sending packets over sub-optimal
routes, tunneling increases both end-to-end delays and
the network load.

Newer approaches therefore employ a different form
of indirection for handling roaming. Instead of tunnel-
ing, they use dynamic location services. There, fixed
node identifiers are transparently resolved into location-
dependent addresses. For scalability, the directory stor-
ing the identifier-to-address mappings has to be decen-
tralized. A number of proposed approaches use struc-
tured P2P protocols for implementing their directories
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and their routing primitives [11, 37]. Location direc-
tories have to be updated to provide correct mappings,
and the resolution of identifiers into addresses incurs a
delay. While SCALABLE SOURCE ROUTING is based
on structured P2P principles and employs fixed node
identifiers, it eliminates the need for a separate loca-
tion service. The node identifiers are also used as ad-
dresses. Nonetheless, the locality-awareness of the net-
work established by SCALABLE SOURCE ROUTING di-
minishes the cost of location-independent addressing.
The UIP [13] also is independent of a location service,
but the authors do not address and evaluate the aspect of
network dynamics.

Mobile ad hoc networks form a class of self-
organizing networks which are deployed without a sup-
porting infrastructure. Nodes in a MANET communi-
cate wirelessly and act as routers for the other nodes.
The first routing protocols for these networks were sim-
ple extensions of fixed-network routing protocols. They
assume flat routing where all nodes are grouped in one
logical sub-network with no hierarchy. Destination-
Sequenced Distance Vector (DSDV) routing [30] en-
ables distance-vector routing in mobile environments.
With DSDV, every node proactively maintains routes to
all other nodes on the network. Route changes due to
mobility are announced through network-wide broad-
casts. The high amount of O(N) routes maintained per
node and the high overhead generated by DSDV limit
the protocol’s applicability to small networks. SCAL-
ABLE SOURCE ROUTING proactively maintains only
O(1) routes per node.

Johnson proposed to reduce the amount of state for
routing in a MANET by only considering currently
needed routes [20]. The idea was extended to Dynamic
Source Routing (DSR) [21]. DSR separates routing in a
discovery and a maintenance phase. Routes are stored
as source routes and they are discovered by flooding.
The inherent scalability limitation through flooding is
slightly alleviated by the extensive use of caching. Sim-
ilar to DSR, Perkins and others extended DSDV for on-
demand routing [31]. Unlike a proactive protocol, on-
demand routing incurs a delay before two nodes can
communicate. If the communication pattern consists of
many short-lived connections, this delay is disadvanta-
geous. Also, the performance of on-demand protocols
degrades in scenarios where many routes need to be si-
multaneously maintained.

A variety of other approaches to reducing the amount
of protocol state and overhead of flat routing has been
proposed. For example, with Fisheye State Routing [27],
routes to nearby nodes are updated more frequently than
routes to distant nodes. Haas [16] proposed a hybrid
routing protocol, the Zone Routing Protocol (ZRP). ZRP
proactively maintains routes to nearby nodes, and dis-
covers routes to distant nodes on demand. The Opti-



mized Link State Routing (OLSR) [19] protocol reduces
the overhead of link-state routing through multipoint re-
laying. Only a subset of all links is advertised, and the
efficiency of flooding is increased by only a subset of all
nodes retransmitting messages.

As an alternative to flat routing, Kleinrock and oth-
ers [24] analyzed hierarchical routing for large net-
works. By grouping nodes into areas and assigning ad-
dresses to this area hierarchy, the size of routing tables
can be reduced. The price of state reduction is an in-
crease in the average path length. Tsuchiya [36] ex-
tended the concept of an area hierarchy to the landmark
hierarchy. There, node addresses are assigned on the
basis of relative positions to a set of landmark nodes.
A landmark hierarchy is easier to dynamically config-
ure and maintain. The routing performance of an area
hierarchy is sensitive to the selection of areas, whereas
the landmark hierarchy is less sensitive to the placement
of landmarks. In addition to that, it is more complex to
maintain an area of nodes instead of a landmark. LAN-
MAR [28] and L™ [6] are examples of landmark routing
protocols for MANETSs. Unlike SCALABLE SOURCE
ROUTING, landmark routing protocols make dynamic
address assignments and therefore need an additional lo-
cation service.

The Safari protocol [10] is closely related to landmark
routing. The protocol maintains a self-organized hier-
archy, and routing is done by a combination of proac-
tive and reactive mechanisms. The hierarchy is main-
tained by periodically sending beacons, and packets are
sent along reverse beacon paths towards their destina-
tion. Routes within a destination cell are discovered by
flooding. Safari uses distributed hashing for its location
service. The mappings from node identifiers to node
addresses are replicated in the address space of the self-
organized hierarchy.

With geographic routing, no routes have to be main-
tained at all. Therefore, it has ideal scaling properties.
Nodes only need to know the physical locations of their
neighbors, and packets are greedily forwarded into the
direction of the destination’s physical location. How-
ever, for enabling geographic routing, all nodes have
to be equipped with satellite navigation receivers (e.g.,
GPS). An example of geographic routing protocols is
Greedy Perimeter Stateless Routing (GPSR) [22]. For
practical purposes, geographic routing requires a loca-
tion service for mapping the location-independent ad-
dress of a node to its current geographic coordinate. The
Grid Location Service [25] is an example of a scalable,
distributed location service. Greedy geographic routing
requires a planarized network graph. Therefore, it is un-
suitable for our scenario of hybrid MANETSs where ad-
ditional wired links provide shortcuts. The Geographic
Hash Table (GHT) [33] enables indirect routing on the
basis of GPSR. As a result of that, the GHT requires the
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nodes to access to physical location information.

Wireless sensor networks (WSNs) are large-scale de-
ployments of resource-constrained nodes. As a result
of their size and deployment scenarios, WSNs need to
be self-organizing. Protocol designs have to address the
limited communication and computational capabilities
as well as the limited memory and battery capacity of
nodes. In general, sensor nodes are assumed to be sta-
tionary, but to be prone to failure. Early applications
of WSNs were concerned with environmental data col-
lection. These applications require data-centric routing
primitives which support aggregation. Recent proposals
also necessitate point-to-point routing. To this end, Fon-
seca and others [12] proposed Beacon Vector Routing
(BVR). BVR combines randomly selected landmarks to
infer virtual addresses with geographic forwarding in
the virtual coordinate space, and therefore requires a lo-
cation service. Geographic routing is augmented with
scoped flooding to ensure packet delivery in situations
where the greedy strategy is insufficient.

The idea of using structured P2P protocols for routing
in a MANET has independently been proposed by sev-
eral groups. DPSR [18] is a cross-layer approach for us-
ing the structured P2P overlay Pastry as a network-layer
routing protocol. It integrates Pastry with the MANET
routing protocol DSR [21]. DPSR addresses nodes by
fixed identifiers. The Ekta protocol [32] enhances DPSR
with an indirect routing primitive. In contrast to SCAL-
ABLE SOURCE ROUTING, both DPSR and Ekta use
flooding to discover routes.

MADPastry [40] integrates Pastry with AODV for in-
direct routing. For adapting the overlay to the underly-
ing network graph, the protocol uses location-dependent
addressing. The addresses are assigned using a mech-
anism called random landmarking. Landmarks have a
guiding function in routing, but the protocol reverts to
flooding if the destination node cannot be found. As a
result of the location-dependency of addresses, key-to-
node mappings frequently change due to mobility. This
causes additional overhead which SCALABLE SOURCE
ROUTING avoids by using fixed identifiers.

CrossROAD [5] provides an indirect routing primi-
tive through a simple extension of OLSR. With OLSR,
each node maintains routes to all other nodes in the
network. The CrossROAD protocol hashes the IP ad-
dresses in the routing table to create a full mesh over-
lay topology. It has the same scalability limitations as
OLSR and is only suitable for small networks. The au-
thors only evaluated their approach in a small test-bed
of eight nodes.

5 Conclusion

Scalable routing in unmanaged, unstructured, and self-
organizing networks is a basic requirement for scenar-



ios where consumers use many resource-limited devices
that communicate with each other. We have argued
that, although ad hoc networks have been extensively
researched, in the scenarios that we envision, MANET
protocols are not practical due to their scalability prob-
lems.

We have proposed SCALABLE SOURCE ROUTING,
an indirect routing scheme based on ideas from the
Chord overlay network. SCALABLE SOURCE ROUT-
ING provides scalable any-to-any communication in
large unstructured networks as well as the semantics
of a structured peer-to-peer overlay. Thus, SCALABLE
SOURCE ROUTING can serve as a basis for distributed
applications in the scenario sketched above.

We have evaluated SCALABLE SOURCE ROUTING
by means of simulations and have found that it deliv-
ers a substantially larger fraction of packets than AODV
and DSR, while achieving a lower average delay. In hy-
brid scenarios, SCALABLE SOURCE ROUTING can ef-
ficiently use fixed-wired links and thereby avoid con-
gestion collapse. With low node mobility and low node
churn, SCALABLE SOURCE ROUTING achieves deliv-
ery rates of more than 90% in networks with up to
125,000 nodes. The code used in the simulations has
also been ported to a popular IEEE 802.11 MIPS-Linux
router creating a working real-world version of SCAL-
ABLE SOURCE ROUTING .
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