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Abstract

Formation of suitable overlay-network topologies
that are able to reflect the structure of the underly-
ing network-infrastructure, has rarely been addressed
by peer-to-peer applications so far. Often, peer-to-peer
protocols restrain to purely random formation of their
overlay-network. This leads to a far from optimal per-
formance of such peer-to-peer networks and ruthlessly
wastes network resources.

In this paper, we describe a simple mechanism that
uses programmable network technologies to improve
the topology formation process of unstructured peer-to-
peer networks. Being a network service, our mechanism
does not require any modification of existing applica-
tions or computing systems. By that, it assists network
operators with improving the performance of their net-
work and relieves programmers from the burden of de-
signing and implementing topology-aware peer-to-peer
protocols.

Although we use the well-know Gnutella protocol to
describe the mechanism of our proposed service, it ap-
plies to all kinds of unstructured global peer-to-peer
computing applications.

Index terms — Overlay-network formation, Topol-
ogy shaping, Resource management, Global storage,
Gnutella, Programmable networks

1 Introduction

FlexiNet is a programmable network infrastructure cur-
rently spanning the German research network with active
nodes located at three major German universities (Berlin,
Karlsruhe, and Munich) and stubs in a few commercial
provider networks. These active nodes run the AMnet node
operating software [10, 9] that allows them to capture, pro-
cess, and re-inject network-level packets as required by the
various service modules that populate the active nodes. Be-
sides the execution environment that hosts the service mod-

ules, each AMnet node provides means for resource man-
agement, node evaluation, and service relocation. Node
evaluation distributively determines on which node(s) a re-
quested service will be set up. Service relocation moves an
already running service module to another node if either lo-
cal resources are about to be depleted, or if a service needs
to follow, e.g., a mobile end-device it is supporting.

Since the active nodes seamlessly integrate into standard
IP networks, FlexiNet’s active nodes need only be deployed
sparsely. A typical FlexiNet improved site1 will contain an
active node as border router connecting the site to its In-
ternet Service Provider (ISP). If that connection is realized
redundantly, active nodes should act as border routers for
all of these connections. These active border routers can
be supplemented by a number of additional nodes that can
be used to scale the performance of the programmable net-
work. See also figure 1 for a typical scenario.

Uses of FlexiNet are manifold and grow almost daily
since the test-bed has gone live recently. Typical FlexiNet
services include

� Multicast support for non-native IP multicast net-
works. Here, an active node detects a second request
for a stream that is already routed through that node.
It then does not forward the request upstream to the
server, but directly duplicates the stream’s content for
the downstream client. This has been demonstrated to
drastically reduce the bandwidth required for Internet
radio applications that use HTTP connections. — The
same principle can also be applied to other network
services, like anycast and concast.

� Transcoding either for adaptive bandwidth reduction
or for extension of interoperability. E.g., one of the
FlexiNet demo services adapts an MPEG 2 digital TV
broadcast for a PDA. This is especially useful when
combined with the multicast service described above,
since here sender-based mechanisms cannot be ap-
plied.

1FlexiNet does not assume that other sites besides the local site are
equipped with active nodes. Although, the more sites are FlexiNet-
enhanced, the more services can benefit from the programmable infrastruc-
ture.
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Figure 1. Typical setting for the FlexiNet infrastructure: An Internet Service Provider (ISP) employs
FlexiNet’s active nodes as border-routers both for its customers’ local networks and for its peerings
with other ISPs.

� Mobility support—Such services greatly benefit from
the combined capability to interact with regular IP traf-
fic (like e.g. a network address translator) while being
able to quickly relocate to another active node if re-
quired (like e.g. agent-based software components).

� Active security mechanisms that detect and battle
against attacks and intrusion attempts. — These ser-
vices also draw from the flexibility to quickly set up
services that match a certain requirement, e.g. block
traffic in a distributed denial of service (DDoS) attack
close to the originating site.

Such and other uses of FlexiNet and similar programmable
networking architectures have already been described else-
where [8]. In this paper, we will explain a new use of the
FlexiNet infrastructure that can improve peer-to-peer com-
puting.

We describe a service module for the FlexiNet infrastruc-
ture that equips topology-unaware P2P applications with a
mechanism to construct an optimized overlay structure. Be-
ing a network service, applying this mechanism does not
require modification of the P2P application or of the hosts
that run these applications.

Although, in the following, we demonstrate the effec-
tiveness of this service with the Gnutella protocol, the very
same mechanism can be used to improve the topologies of
all unstructured P2P networks. This helps network opera-
tors to enhance their networks’ performance and embanks
the consequences of uncontrolled deployment of resource-
consuming P2P applications. Additionally, this mechanism
can also serve P2P application designers as an easy method

to make their applications topology aware, by shifting the
task of topology detection from the end-device back into
the network.

Considering these advantages, it can be expected that the
application of the proposed mechanisms widely improves
the performance of peer-to-peer computing in all applica-
tion areas.

2 Service Module Overview

Peer-to-peer (P2P) computing comes in various flavors,
extensions, and intensities. Napster, probably one of the
most well-known P2P applications, in fact used a central
server for locating the data and a genuine P2P approach
only for downloading the data. Other classical Internet
applications, like e.g. the Network News Transfer Proto-
col (NNTP) [14] already used typical P2P mechanisms for
what was then called “host-to-host” communication. Simi-
lar mechanisms are, e.g. applied in the Gnutella system that
allows users to locate and retrieve files from the random
network formed by (all the) other Gnutella peers.

For demonstrating the use of our FlexiNet service we use
the well-known Gnutella system [4, 15, 21, 23, 24] since it
has been comparatively throughly studied. The same mech-
anism applies similarly to other unstructured P2P networks,
like FreeNet [5] or Morpheus, KaZaA, and other FastTrack-
based systems, that have reached wide-spread deployment
especially among today’s student generation. It can hence
be expected that the service presented here can significantly
reduce the network load of academic and commercial net-
works.

2
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2.1 Short review of the Gnutella system

Each Gnutella node is assumed to be equipped with a
(short) list of other Gnutella nodes, e.g. cached or well-
known nodes. Upon start-up, a Gnutella node establishes a
connection to one of these nodes, thereby becoming con-
nected to the Gnutella overlay-network. In order to re-
trieve a file, a node floods its vicinity of the overlay with
an according request. Here, “vicinity” means that part of
the overlay that can be reached within a given number of
(overlay-)hops. After receiving a positive response from an-
other overlay-node, i.e. a peer, the requesting peer directly
connects to the responding peer to retrieve the requested
file. A second protocol mechanism, the ping-pong mech-
anism, similarly floods the node’s vicinity to find more po-
tential peers that it can connect to in order to increase its
number of links.

2.2 Problem statement

By this mechanism, Gnutella creates a random graph
with power-law structure which has some advantageous
properties [2, 1] but comes also with various draw-backs,
e.g. the lack of directed search [6], a mismatch of the
overlay-topology with that of the underlying network [20,
27], and an astonishingly large bandwidth consumption
[21, 13].

For our case, where we consider a stub-network consid-
erably populated with overlay-nodes2, bandwidth consump-
tion and overlay-topology is important. Given the random
nature of the Gnutella network, it is very unlikely that nodes
from the local network peer with other local nodes. Rather,
each node most likely establishes multiple connections with
nodes spread all over the world. This leads to two entwined,
bandwidth-consuming effects:

� Queries are flooded in the overlay-vicinity not in the
nodes’ actual vicinity. Given the fact that overlay-link
utilization is independent from the node’s position in
the network [21], the required bandwidth grows lin-
early with the number of nodes in the local network,
i.e. no scale effects are realized.

� Even worse, this topology mismatch leads to an ex-
tended bandwidth waste since files are likely to be
retrieved from remote nodes rather than from nodes
within the local network, although probability is high
that there are plenty of coinciding requests from the
local user population. However, the Gnutella protocol
(as well as the other unstructured P2P protocols that

2E.g., a university network, including students’ dormitories, where
many students share their latest home-brew music or video-tapes from their
favorite party or sport event.

are so popular with today’s students) prevents the net-
work from benefiting from this shared interest.

Several authors have proposed improved protocols that bet-
ter match the topologies of overlay-network and underlying
infrastructure [22, 28, 20, 27]. Unlike the approach pre-
sented in this paper, these protocols need to be incorporated
into the P2P application itself, either directly or via P2P li-
braries or middleware, like the JXTA system [11, 26]. As
many networking examples have demonstrated in the past,
this is an often unsurmountable barrier. Users tend to get
locked into popular but inefficient applications and proto-
cols, even if those protocols are just above the lowest limit
of basic effectiveness.

The deployment of a network service, however, can re-
move this lock-in: It does not require the users to switch
to another application using an improved protocol, but im-
proves the network performance by transparently correcting
some aspects of an inefficient protocol. We will demon-
strate this with our Gnutella-improving FlexiNet service.

2.3 Supporting Peer-to-Peer Computing with
FlexiNet

The main obstacle for topology-optimized overlay-
construction with unstructured P2P applications like
Gnutella is the lack of a mechanism to detect peers in the
actual network’s vicinity. An active node, however, has
such knowledge since it sees all overlay-links leaving the
site. We employ this knowledge by encouraging links to
local peers and suppressing links to remote peers. By that,
we distort the overlay-topology in favor of a local cluster
of peers that are more loosely connected to the rest of the
overlay network than they would have been without our in-
tervention.

This approach removes both drawbacks listed above:

� Since the number of links to peers at remote sites is
largely reduced, the amount of query-traffic is also re-
duced significantly.

� If a request can be satisfied locally chances are high
that it actually will be satisfied locally. This is so much
more important when we make the plausible assump-
tion that common interests among the users of one
network-site will lead to a high probability of local
query hits.

In the following section we will explain how FlexiNet
achieves the goal that has been sketched out so far.

3 Implementation

This mechanism is currently being implemented with
FlexiNet [9]. This implementation can draw from the col-
lection of service modules already developed for various

3
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other services in the FlexiNet testbed [8], e.g. the TCP in-
terceptor. This module allows the monitoring of arbitrary
TCP connections. If required, this module can even modify
the content conveyed via the connection.

3.1 Key Implementation Elements

In our context the TCP interceptor enables us to

� Watch for new connections to the Gnutella port 6346.

� Scan new connections for the Gnutella request string
(GNUTELLA CONNECT) in order to also notice con-
nections to non-standard ports3

� Splice intercepted TCP connections that have been
modified but do not need further modification4. (Splic-
ing connections creates very low overhead on the ac-
tive node.)

� Read ping and pong messages to gain an overview of
both, the local topology and the remote peers.

� Suppress pong messages from potential remote peers.

� Insert pongmessages that point to potential local peers.

� Insert bye messages to gracefully close an unwanted
connection.

Based on these building blocks taken from the standard
FlexiNet distribution, our new service does the following:

The first connection originating from or destined into the
local network is monitored but otherwise left unmodified.
All subsequent connections are — with increasing proba-
bility — softly blocked. By “softly blocking” we mean that
the connection is accepted by the active node but no action
is taken to actually connect to the requested node. Instead,
ping messages on such a softly blocked connection will be
answered with imitated pong messages that suggest local
Gnutella nodes as potential peers to local nodes and ac-
cordingly remote nodes as potential peers to remote nodes.
This reduces the number of connections that cross the ac-
tive node and increases the coherence of the local Gnutella
nodes without being directly noticed by these nodes. Af-
ter some time or a certain amount of such pong messages,
we send a bye message and close the connection again. By
this, we limit the amount of state that needs to be held at the
active node.

3It’s up to the individual configuration if all newly opened TCP con-
nections are scanned, or if one restrains to scanning only connections to
the Gnutella port.

4Our current implementation of the TCP interceptor module treats
scanning and modifying connections in the same way. Thus we need the
splice there, too.

The probability for softly blocking a connection in-
creases strongly with the number of connections to that par-
ticular node and weakly with the total number of Gnutella
connections currently monitored. This maintains diversity
and keeps the resilience properties of the Gnutella network
while effectively restricting the actual number of connec-
tions linking the local site to the rest of the Gnutella overlay-
network.

3.2 Preventing Network Separation

In fact, there is even a risk that under certain circum-
stances this mechanism might be over-effective. If local
nodes rely on caching mechanisms only, i.e. if not from
time to time knowledge of new remote peers is introduced
into the system5, the probability for the creation of new con-
nections drops. If this creation rate drops below the rate
with which peers leave the Gnutella network, the system is
in danger of becoming disconnected.

We consider this risk only theoretical, but one should pay
attention to it when using this service.

We propose the following countermeasure if this effect
nevertheless becomes noticeable, e.g. because the local user
population has become mature and no new nodes enter the
Gnutella network while at the same time the outside pop-
ulation is highly volatile and nodes often vanish from the
Gnutella overlay.

When the number of active connections that link the lo-
cal and the remote part of the Gnutella overlay drops be-
low a critical threshold, the FlexiNet node actively initi-
ates new connections to prevent separation into two discon-
nected network parts. This is done by issuing a Gnutella
connect both, into the local and into the remote part of the
Gnutella network, i.e. the active node itself becomes a kind
of a Gnutella node that offers no files and that is invisible
to its two peers. The latter is achieved by not responding to
ping messages and not modifying the hop and TTL counter
when relaying messages.

If it becomes necessary to initiate several such connec-
tions to keep the local part of the Gnutella network well
connected to the rest of the network, messages are not re-
layed across these different connections, i.e. the active node
does not become a hub for Gnutella network. Thereby, the
FlexiNet service does not attract traffic but simply always
maintains a certain level of connectedness.

3.3 Application to Hierarchical Networks

The ability to enforce a certain topology structure in a
P2P network that has not been designed to respect the struc-

5Under normal circumstances users will introduce plenty of such poten-
tial new remote peers by using information gathered outside the Gnutella
network, e.g. from recommendations published in news groups, chat chan-
nels, or at web-sites.

4
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Figure 2. Node connectivity resulting from a
typical simulation run. Plotted is the number
of nodes (y-axis) connected by a given num-
ber of overlay-links (x-axis). The maximum
number of links for this simulation run was
set to 100.

ture of the underlying network, helps ISPs and other net-
work operators to control use of network resources without
completely blocking such uncooperative P2P applications.

A nice side-effect of the mechanism described here is
that it also automatically applies to hierarchies of network
regions. Assume that an ISP aggregates several customer
sites. If this service is installed at the border routers between
the customer premises and the ISP as well as between the
ISP and the backbone, this mechanism will automatically
create locality within the customers (if possible) and within
the ISP.

4 Performance Analysis

Besides pursuing the implementation of our proposed
mechanism to be able to test it within the FlexiNet infra-
structure, we also simulated its behavior in order to eval-
uate our mechanism for a large network. This simulation
needs to verify that the structure of the resulting Gnutella
overlay network does not prevent its intended functional-
ity. The benefit of our approach, namely the reduction of
the Gnutella traffic crossing the FlexiNet active node, does
not need to be verified since it is directly imposed by our
mechanism. Here, we chose to reduce the link number by
90%.

Our simulation generates a random graph by succes-
sively adding nodes [7]. Each node is linked to a randomly
picked second neighbor of a randomly picked node. After
a first period, in which 15 000 nodes have been added to
the network, the adding process is interrupted and all nodes

are enriched with five additional links to randomly chosen
second neighbors.6 Then, the adding process (as described
above) is resumed again. Altogether, 40 000 nodes are cre-
ated. The maximum link number per node is 100.

Figure 2 shows a typical node connectivity distribu-
tion resulting from our topology generator. The double-
logarithmic plot shows the number of nodes that are con-
nected by a given number of overlay-links. The plot mirrors
the structure of a ripened Gnutella network (cf. also [21]).

The reachability of nodes within this network was then
explored with random walks: To this end, we measured the
probability distribution of the length of non-self-crossing
random walks with a fixed starting point. If the random
walk leads into a highly inter-connected hub, the walk has
a higher probability to end there, since the probability to
hit an already visited node is relatively high in these re-
gions. Accordingly, we expect an oscillation probability
that reflects the wandering between these hubs. This ex-
pected structure (fig. 3 top) can be seen in the result from
the simulated network.

If we now employ our proposed mechanism (local group
of 200 nodes), we see the appearance of a second structure,
determined by the local part of the network that we arti-
ficially kept from fully linking to the rest of the network
(fig. 3 bottom). In the random-walk exploration, we see a
second “oscillation” with a larger period. This larger period
corresponds to leaving and re-entering the stub-network
whose gateway-router was equipped with our mechanism.
This reflects the structure we imposed by our mechanism
that — as stated above — directly reduces the number of
Gnutella overlay links run through the FlexiNet active node
and thus the traffic volume.

However, when we measure the probability distribution
for shortest path distance within these simulated networks,
we see that the results are almost identical. Average shortest
path lengths, even for local nodes, increase by less than one
hop. Hence, our mechanism reduces the traffic volume (in
this simulation by 90%) without disturbing the reachability
of nodes within the Gnutella overlay network.

Although, these results are still only preliminary they
demonstrate the principal effectiveness of our proposed
mechanism.

5 Related Work

Mechanisms similar to the one employed here, have been
implemented in various P2P systems, many of which aimed
at providing a middle-ware for the construction of P2P ap-
plications. But to the best of our knowledge none of these
systems consider the separation of the P2P protocol from

6This “ripening stage” mirrors the ripening of the Gnutella overlay net-
work, where some nodes remain connected over a long time, while others
join and leave in relatively short intervals.

5
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Figure 3. Topology structure for a network
with (bottom) and without (top) topology
shaping applied. The graph shows the mea-
sured node reachability explored with ran-
dom walks. — Note that with topology shap-
ing the average random-walk path length in-
creases, thereby bringing the probability for
short random-walk paths.

the topology shaping as is done in the approach presented
here.

[20] extends the original idea of a content addressable
network (CAN) [19] by introducing a binning scheme that
allows to match the topology of the overlay-network with
that of the underlying network infrastructure. Pastry [22]
and Tapestry [28] employ a routing scheme similar to radix
tries, i.e. a longest shared prefix match. The desired
topology match is achieved by selecting overlay-addresses
according to some metric in the underlying network in-
frastructure. [27] proposes Mithos, an overlay-formation
mechanism that is based on network delay measurements.
For finding a close-to-optimal position for a node newly
joining the overlay-network, Mithos successively probes
neighboring nodes of the overlay. By following a path
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Figure 4. Probability distribution for short-
est path distances with and without topology
shaping applied.

that shows a falling distance (measured in the underlying
network-infrastructure)Mithos is likely to find an optimum,
although it might get locked into a local optimum.

Compared to these approaches programmable networks
can improve the performance of existing implementations
and protocols. We consider this as a point of utmost impor-
tance since it empowers the site operators (or ISPs) to im-
prove their networks without depending on their users (or
customers) to switch to more efficient applications or pro-
tocols.

This particularly useful property is common to many
programmable network approaches. Many such systems
have been proposed during the recent years, e.g., the Click
Modular Router [16], hierarchical service deployment [12],
SILK [3], the Dynamically Extensible Router [17], and
many others. These systems differ, e.g., in their hardware
requirements, i.e. some use proprietary components, others
a standard PC, like e.g. FlexiNet does. Some systems pro-
vide their own operating system [18, 25], others rely on a
standard OS, e.g. the Linux kernel in the case of FlexiNet.

We believe that the mechanism we described in this pa-
per is in no way specifically tied to FlexiNet and could be
ported to many of such programmable network systems.
Yet, we also believe that FlexiNet is very well suited for
such a network service that supports global peer-to-peer
computing by providing a powerful, secure, and scalable
environment for such a service.

6
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6 Conclusions and Outlook to Future Work

In this paper we have demonstrated how the FlexiNet
programmable network can be used to improve Gnutella-
like, i.e. unstructured, peer-to-peer protocols. Such proto-
cols cover presumably most of the currently deployed P2P
file-sharing and data-storage networks. Being a network
service, the proposed mechanism does not require modifi-
cation of any installed software or hardware component, but
can straightforwardly be inserted into existing networks to
improve their performance. Given the fact that globally de-
ployed communication protocols otherwise tend to freeze in
their first working version, we believe this to be a valuable
means to promote the use of global peer-to-peer computing.

6.1 Extension Beyond P2P File-Sharing

Although we have demonstrated our proposed mecha-
nism with the Gnutella file-sharing protocol, the very same
mechanism easily applies to all unstructured P2P protocols,
since it only affects the topology building aspects of the P2P
application.

6.2 P2P Support beyond the Topology Formation
Process

Besides the integration of support of other global P2P
protocols besides Gnutella, there is another obvious exten-
sions of the service described here, namely the interference
with the actual content conveyed within the P2P overlay.

Again, there is no specific limit to the kind of interfer-
ence, and we will and cannot elaborate on that topic. If the
purpose of the P2P application is known to the service, all
kinds of support might be given.

However, we can give a prominent example that applies
to our context and that gives some idea of where mecha-
nisms like the one proposed here can be extended to, namely
the employment of copyright enforcement tools.

Such an application is an obvious consequence of the
fact that monitoring the Gnutella messages also reveals
query hits, as a consequence of which we can also moni-
tor the subsequent file transfer. If the conveyedmaterial can
be recognized as violating copyright laws, we could block
the transfer, corrupt the content or report this incident to the
authorities.

However, we believe that this application of the FlexiNet
system constitutes a completely different level of interfer-
ence with the users’ privacy rights, since then, we would
no longer only modify signaling traffic, but actual content.
While we consider the interference described in this paper
as purely technical, since it just improves the functionality
of a given communication system, the question of copy-
right versus privacy is different and should be discussed

elsewhere. — As a last note, we would like to mention
that we see a certain risk that an interaction that leads to a
perceived service-degradation for the users is likely to be
circumvented soon. Ultimately such circumventions could
spoil the positive effects of mechanisms like the one de-
scribed here.
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